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Abstract

This report considers the problem of finding the asymptotic connectivity probability of cell parti-
tioned networks. We specialize on the cases of 2D and 3D square and cubic networks. For the square
2D networks, we fully characterize the relationship between the asymptotic connectivity probability and

the cell density. For 3D networks we partially characterize the above relationship.

I. INTRODUCTION

Consider a family of general undirected graphs {(G.,&.) : ¢ € {1,2,...}}, where (G, E.),
comprises of the set of ¢ nodes G. and edges &.. Assume, each node of the graph G. can be
independently switched on with probability p.. The graph G. is said to be connected if at least
one node in the graph is switched on, and for any two nodes i, that are switched on, there
exists a collection of switched on nodes i = ag, ay,...,a; = j, such that (ax, ax1) € &, for all
k € {0,...,t—1}. The problem is to find lim._,~, P[G. is connected]. This can be also seen as
the problem of full-connectivity of the site percolation model [1].

A closely related model to the above is the random graph with edge percolation for the
edge percolation model. Here the random graph G, , had n nodes and has no edges initially.
We add an undirected edge between each pair of nodes independently with probability p. The
work of [2] defines a class of statements called first order statements, where it is established
that for any p € [0,1] and any first order statement A, lim,_,. Pr[G,, has A] = 0 or 1 [2].
The full connectivity of the graph is one such first order statement. In addition to the above,
it is established that there exists a critical function p : N — [0, 1] such that when a function

r: N — [0, 1] grows asymptotically faster than p, then lim,,_, o, Pr[G,, »(n) is connected | = 1 and
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when r grows asymptotically slower than p, lim,, ., Pr[Gn,T(n) is connected | = 0. This critical
value is found to p(n) = In(n)/n [2]. This behavior of existence of a critical function is also
known as the phase transition behavior.

Graphs with a fixed radius model have also been considered [3]. Here, it is assumed that
a node is connected to all the nodes that are within given radius of the node. Similar to
above are graphs defined on grids [1]. These can be seen as a combination of the fixed radius
model and the probabilistic model. Here, the graph G, , defined before takes the form of a
grid. Instead of adding edge between each pair of nodes with probability p, we add an edge
independently with probability p only between the pairs of nodes that are neighboring in the
original graph (Two nodes are neighboring if they share an edge). In this case, it can be

shown that when a function r grows asymptotically faster than p(n) = (1 — ﬁ), we have

that lim,,_, Pr[Gm(n) is connected | = 1, and when r grows asymptotically slower than p, we
have that lim,,_, Pr[Gm,(n) is connected | = 0. Hence, this case also exhibits a phase transition
behavior.

All the above work consider full connectivity in edge percolation model and hence cannot
be used to solve our original problem of interest which considers site percolation. Work on
full connectivity with site percolation is sparse. It is hard to analyze the original problem for a
general graph. Hence, we consider two special cases. First, we assume that the graph G, is a 2D
square grid with ¢ = k x k nodes, as shown in Figure 1. Two nodes are connected if and only if
they share at least one common vertex. For this model, we show that when p. grows faster than
(1- ﬁ), lim,_,o P[G. is connected] = 1. The work of [4] shows that when p, grows slower
than (1 — Cl%), lim, , P[G. is connected] = 0. Hence, we can observe a phase transition for
the above graph. We initially prove using a constructive argument that when, p. grows faster
than (1 — +5), lim, P[G. is connected] = 1, after which we prove the full bound when p,
grows faster than (1 — c%) Next, we extend the above work to a 3D cell partitioned network,
where the graph and the connections are defined similar to the 2D model. We establish that,
when p. grows faster than (1 — 02%), lim,_,o, P[G. is connected] = 1 and when p. grows slower
than (1 — -5 ), lime o P[G. is connected] = 0.

Use cases of the above model include Wireless ad-hoc networks [5], social media networks [6],

and disease spreading [7]
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Fig. 1. 2D-square grid

A. Cell partitioned network model

The above 2D and 3D networks can be equivalently represented using the idea of cell
partitioned networks. For the 2D case, the whole network has unit area, and is partitioned into
c =k x k cells. Users are distributed in the network according to a Poisson Point Process with
rate A = fclog(c), where 6 is a fixed constant. A cell is occupied/on if there is at least one user
in the cell. Hence, each node is independently occupied with probability (1 — Cig) We assume
that a user can connect to another user in the network, only if there is a path of occupied cells
from one user to the other. We say the network is connected if all the users are connected to
each other. Hence, our analysis will establish that the network is asymptotically connected with
probability 1, if 6 > 1/8, and is asymptotically disconnected with probability 1 if 6 < 1/8. We
formulate the problem using this idea of cell partitioned networks, due to it’s direct real world
applicability. For certain cases such as for the proof of # > 1/8, we will use the formulation

introduced before.
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II. 2D-MODEL

We first prove that the network is asymptotically connected with probability 1, if 6§ > 1/3
using an intuitive constructive argument. Proving the full result for # > 1/8 is difficult to
accomplish using a constructive argument. Rather, this proof requires certain results regarding

the convergence of a sequence of random variables to a Poisson distribution.

A. Easier approach to for 0 > 1/3

We begin with the following lemma.

Lemma 1: Consider a 4 x 4 grid. Assume at least 14 cells in the grid are occupied. Then, the
grid is connected.

Proof: We will consider the case when exactly 14 cells are occupied. The rest will trivially
follow from this case.

Let us name the rows of the 4 x 4 grid from 1 to 4 and the columns of the 4 x 4 grid from 1
to 4. Notice that from the pigeon hole principle, there exist two columns with all cells occupied.
Let these columns be ¢ and j
Case 1 (i,7) = (1,3) or (i,7) = (2,4): Notice that both cases are similar. Hence, we will only
consider (i,j) = (1,3). Notice that in this case, at least one occupied cell exists in column 2.
This cell will connect columns 1 and 3. On the other hand, any occupied cell in columns 2 or
4 is directly connected to either column 1 or 3. Hence, the grid is connected.

Case 2 (i,j) = (1,4): Notice that there are six occupied cells in columns 2 and 3. Hence, at
least two occupied cells exist in both columns 2 and 3. Hence, an occupied cell exists in column
two that is directly connected to an occupied cell in column 3. These two cells will connect
columns 1 and 4. Also, any occupied cell in columns 2 or 3 is connected to either column 1 or
4. Hence, the grid is connected.

Case 3 (i,5) = (2,3): Notice that columns 2 and 3 are connected. Also, any occupied cell in
columns 1 or 4 is directly connected to either column 2 or 3. Hence, the grid is connected.
Case 4 (i,j) = (1,2) or (i,7) = (3,4): Notice that both cases are similar. Hence, we will only
consider (i,7) = (1,2). Notice that columns 1 and 2 are connected. Also, any occupied cell
in column 3 will be directly connected to column 2. Now consider an occupied cell (z,y) in
column 4. Hence, we have y = 4. If x € {2, 3}, notice that at least one of the cells (z — 1, 3),

(x,3) or (x + 1,3) will be occupied. Hence, (z,y) will be directly connected to an occupied
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cell in column 3. If z = 1, notice that (x,y) will not be directly connected to an occupied cell
in column 3 if and only if both (1, 3), and (2, 3) are not occupied. In that case, (2,4) has to be
occupied. From the previous argument (2, 4) is directly connected to an occupied cell in column
3. Hence, (x,y) will be connected to an occupied cell in column 3. Similarly, if x = 4, we
have that (x,y) will be connected to an occupied cell in column 3. Hence, any occupied cell in
column 4 will be connected to an occupied cell in column 3. Hence, the grid is connected. MW
Consider the original cell partitioned network with & = 4m for some integer m. Hence, C =
16m?2. Now subdivide the 4m x 4m grid into m? sub-grids each of size 4 x 4. Assume that each
of the 4 x 4 sub-grids contains at least 14 occupied cells. Then from Lemma 1, the occupied
cells within each sub-grid will be connected. Now we establish that any such sub-grid will be
connected to the sub-grids that are adjacent to it. This will establish that the network will be
connected. For this, we establish that any sub-grid that is not in the last row of sub-grids is
connected to the sub-grid immediately below it. This will establish that a sub-grid is connected
to a sub-grid adjacent to it from symmetry.
Lemma 2: Assume the configuration defined in the previous paragraph. Then any sub-grid
that is not in the last row of sub-grids is connected to the sub-grid immediately below it.
Proof: Consider a sub-grid A, that is not in the last row of sub-grids. We prove that A is
connected to the sub-grid B, which is immediately below A. Note that since A contains at least
14 occupied cells, the last row of A will contain at least 2 occupied cells. Similarly, the top row
of B will contain at least 2 occupied cells. Hence, an occupied cell exists in the last row of A
that is directly connected to an occupied cell in the top row of B. This will connect the two
sub-grids. [ ]

Notice that due to the above for the 4m x 4m grid we have that,

P[Network is connected|
> Plthere are at least 14 occupied cells in each 4 x 4 sub-grid]

=@ P there are at least 14 occupied cells in the first 4 x 4 sub—grid]mZ7 (1)

where (a) follows since the distribution of users in each sub-grid is i.i.d. due to the Poisson

point process. Note that,

Plthere are at least 14 occupied cells in the first 4 x 4 sub-grid]
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Hence, substituting in (1), for large enough m we have that,

m? 560 \"
P[Network is connected] > (1 — 560e bg(lﬁmQ)) = (1 - (16m2)39> 3)

Hence, for # > 1/3, taking limit as m tends to infinity, we have that, P[Network is connected]
approaches 1 as desired.

Remark: Notice that we only proved that the network connectivity probability approaches 1
when we consider a sequence of networks of the form 4m x 4m where m approaches co. To
establish the result for a general sequence k£ x k networks where k approaches infinity we need
little more work. In particular, we need to treat the corners of the grid in a different manner.

We omit these details for brevity.

B. Approach for 6 > 1/8

In this section, we focus on establishing that when 6 > 1/8 the network is asymptotically
connected with probability 1. Notice that, each cell in the network is occupied with probability
Pr = (1 — k%) For notational convenience, we will use Gy, to denote the graph with k x k cells
hereafter, whereas from our original definition, the graph should be names as G;2.

Claim 1: We prove a stronger statement. Consider a k£ x k cell partitioned network G, where
dy,

each cell is independently occupied with probability p, where p, = (1 — W)’ where it is

known that limy_,., dx, = 0. Then limy_,, P(Gx is connected) = 1.
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Before moving on to the proof of the claim we begin with a preliminary lemma.
Lemma 3: Consider indicator random variables [, for o € A, where A is a finite abstract
set. Let E{/,} = p,, and let,

A= pa )

acA

Also assume that there exists a finite collection of independent random variables X = { X7, X5, . ..

such that each I, is a non-decreasing function of random variables in X. Let W = > _, I,.

Then we have,

oA
(W, Po()) < +—° <Var<w>—x+2zpz>, 5)

acA

where dry (A, B) is the total variation distance between two random variables A and B (For
more details on Poisson approximation and bounds like above, see [8]).

Let us call a cell (doesn’t necessarily need to be occupied) isolated if all it’s neighbors are
not occupied. Now we prove the following lemma regarding isolated cells.

Lemma 4: Let Wy, denote the number of isolated cells of G. Then W}, converges in distribution
to a Poisson random variable with parameter \ if k?(1 — p;)® converges to \.

Proof: Notice that

We=>_ > Iy 6)

where [; ; is an indicator random variable indicating whether the cell (i, j) is isolated or not. No-
tice that each Z, ; is an non-decreasing function of the random variables {X; ; : i,j € {1,...,k}},

where,

1 if cell (z,75) 1s empty
X, - (¢,7) is emp o
0 if cell (z,7) is occupied

Define, E{I, ;} = p;;, and

k k
e =E{WiE =" pij, ®)

i=1 j=1

Hence, we can apply Lemma 3, to obtain,

1 oM ko k
dry (Wi, Po(Ag)) < A—i (Var(Wk) “ N +2) Zp§,j> : )

i=1 j=1
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To prove the lemma, we prove that the right-hand side of the above expression goes to zero as
k — oo and that A\, — A as k — oo. This would imply that as & — oo, both dpy (W, Po(\g)),
and dry(Po(\g),Po())) go to zero. Hence, we have that as £k — oo, dyy (W, Po(\)) goes to
zero which establishes the result.

We start by calculating p; ; for each ¢, j. Notice that,
(1 — pg)3 if (4, 4) is a corner vertex
Pij = § (1 —pg)° if (i,7) is an edge vertex but not a corner vertex (10)
(1 — pg)® otherwise

Notice that we require the values of the quantities Var(TW), and 3%, Z?Zl p;; as k goes to
infinity. We start by calculating E{WW; }. Notice that,

Me = E{W,.} =41 —pp)® +4(k — 2)(1 — pr)® + (kK — 2)*(1 — p)® — A

where the last limit follows from the fact that £%(1 — p;)® converges to A\. Now notice that,
ko k
DX Pl = A=)’ Ak —2) (1 —p) 0+ (k= 2)*(1 = p)'° = 0 (11)
i=1 j=1

Now we calculate E {1¥?}. Notice that,
k
b=

st} -2{ (L30) (SXm)}- © % s o

i=1 j=1 a=1 b=1 (.)€Gk (a,b)E€C,
Hence, we require, E{; ;1,,}. Notice that ; ;1,;, = 1 if and only if both nodes (¢, j) and (a, b)
are isolated. This will be true if and only if the neighbors of (i, j) are not occupied and the
neighbors of (a,b) are not occupied.

For a given k, and node (i,j) € Gy, define the square Sffj to be the set,
Sk =A{(a,b) € Gr: la—i| <2, [b—j| <2} (13)

Notice that (a,b) € Sfjj if and only if (i,7) € Sﬁb. We define the equivalence relation ~ as
(i,4) ~ (a,b) iff (a,b) € SF;. Notice that,

ST EBlliglet= Y E{Lgb+ Y. E{llel++ Y. E{liyl)

(4,3)€Gk (a,b)EGk (4,3)€Gk (4,5)~(a,b) (4,5)7(a,b)
(4,9)#(a,b)
= A+ Z E{lijlos} + + Z E{I;jlap} (14)
(er)N(avb) (1,])74((1,6)
(2,9)#(a,b)
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We define the three sets A, B, and C, where A is the set of corner points, B is the set of boundary
points that are not corner points and C is the set of interior points. Also define D = A U B.

Notice that,

> E{lijl} = > E{I 1,5} + 2 > E{I ;I,,}

(i.4)H(ab) R  )Hab)
(i,5)€A and (a,b)eA (4,5)€A and (a,b)eB
+2 Y E{lglpy+ Y E{lils)
(d)Aab)  ()Aab)
(¢,7)€A and (a,b)eC (i,7)€B and (a,b)eB
+2 > E{lilyy Y. E{lilp) (15)
(4.3)7(a,b) (4.3)7(a,b)
(i,7)€B and (a,b)eC (4,7)€C and (a,b)eC

We establish that all the sums above except the last one converge to zero as k goes to infinity.

Notice that when (7, j) 7 (a,b) we have that /; ; and I,, are independent.

> E{I ;I,p} = > E{I ;}E{I,,} = (;1) (1—p)®—0, (16)

(1) #(a,b) (i,7)#(a,b)
(i,j)EA and (a,b)EA (i,5)€A and (a,b)EA
> B{I;;I,,} = > E{L YE{I,,} <4 x (4k —8)(1 — pp)® = 0,
(i) #(a.b) (i,7)#(a,b)
(4,7)€A and (a,b)eEB (i,7)€A and (a,b)eB
(17)

where the inequality follows since, |A| = 4, and |B| = 4k — 8, and the last inequality follows

from the fact that k(1 — p;,)® converges to \. Also,

> E{l;;1.,} = > E{L  E{L,,;} <4K*(1 —py) =0  (18)
(i:)(a,D) (i.)74(a.D)
(i,j)€A and (a,b)eC (i,j)€A and (a,b)eC

where the inequality follows since, |C| < k?, and | A| = 4, and the last inequality follows from

the fact that k%(1 — py)® converges to A. Now,
> E{l;;jI.5} = > E{L;}YE{L,,} < (4k —8)*(1 —pp)'® (19
(i.5)7(a,b) (1.5)(a,b)
(4,7)€B and (a,b)eB (4,j)€B and (a,b)eB
where the inequality follows since, |B| = 4k — 8, and the last inequality follows from the fact

that k?(1 — pj,)® converges to \. Finally,

> E{I, I.p} = > E{I;;}E{I,,} < (4k — 8)K*(1 — pp)*®  (20)
(g)Aab) (f)Aab)
(4,7)€B and (a,b)eC (4,7)€B and (a,b)eC
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where the inequality follows since, |C| < k?, and |B| = 4k — 8, and the last inequality follows
from the fact that k?(1 — p;,)® converges to \.
Now we focus on calculating the limit of the last term in (15). Notice that
> E{I;;I,5} = A(1 — pp)', (21)
(1) (ah)cc

where A is the number of pairs, [(i, ), (a, )] such that (7, j), (a,b) € C such that (i, j) # (a,b).
Fix (4, 7) € C. Notice that there are at least (kK —2)? — 25 nodes in C that are not related to (i, 7).
Hence, A > (k — 2)2((k — 2)? — 25). Also, we trivially have A < (k — 2)*. Hence,

[(k = 2)*((k = 2)* = 25)](1 — ps)*® < > E{lijIap} = AL = pi)'® < (k—2)*(1 —pi)'°.

(4,3)#(a,b)
(4,7)€C and (a,b)eC

(22)
Notice that as k — oo both [(k —2)2((k — 2)? — 25)](1 — px)'® and (k — 2)*(1 — pi)'® go to A2

Hence, we have from (15) that,

> E{liL} = X (23)
(4,3) 7% (ab)
Now, we establish that,
> E{lijl}—0 (24)
(’i,j)N(CL,b)
(4,3)#(a;b)
which will establish that
E{W7} =X+ (25)

from (14) and (12). Notice that,

> E{lijl} = > E{l; i I} + > E{lil.}  (26)

(4,5)~(a,b) (4,4)~(a,b) (4,4)~(a,b)
(,5)#(a,b) (¢,J)€D and (a,b)eD (4,7)¢D or (a,b)¢D

Now it is easy to see that if (i,5) ~ (a,b) and (i, 7), (a,b) € D, then there are at least 6 cells
that neighbor either (7, ) or (a,b). Also, notice that there are at most 20k pairs [(Z,7), (a,b)]
and (7,7), (a,b) € D and (a,b) ~ (i,7j). Hence,

> B{IL; I3} < 20k(1 —p)® — 0. (27)

(4,5)~(a,b)
(¢,7)€D and (a,b)eD
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Also, it is easy to see that if (i, j) ~ (a,b) and at least one of (7, j) and (a,b) belong to C, then
there are at least 9 cells that neighbor either (7, j) or (a,b). Also, notice that there are at most
25(k — 2)? pairs [(4, ), (a,b)] and (i, ), (a,b) € C and (a,b) ~ (i, 7). Hence,
> E{I;1.p} < 25(k —2)%(1 — p)? — 0. (28)
(1) wnd (o D
Hence, we are done. Hence, we have that, E{WW?} — \? + \.

Substituting the above and (11) in (9), we have that dpy (W, Po(\;)) — 0 as k — oco. Hence,
the lemma is proved. [ ]
Now, we also have the following lemma.

Lemma 5: Assume that p, = (1 — kﬁ%), and d, — d € [0,00). Consider the event A, =
{Gy. is made of isolated nodes, unoccupied nodes, and one connected component}. We have that
limy 00 P[Ax] = 1.

Proof: Notice that

Af ={Gy, contains at least two distinct connected components with each

component having at least two nodes. } (29)

We consider two cases. Consider the above complement event. Let C' and B be the two disjoint
connected components.
Case 1: At least one of C and B do not have nodes in the edge of G

Assume without loss of generality that C' is completely contained in the interior of G;. Then
there should be at least 10 unoccupied nodes surrounding C'. Let ¢; ;; denote the event of having
an unoccupied path with ¢ nodes starting from node (i, j). Notice that, P[e; ;] < 811 — py)*
which follows from a simple union bound since each node neighbours at most 8 nodes. Now

notice that,

P[A¢, at least one of C' and B belong to the interior of Gj]

kook
< Plthere is an unoccupied path of length 10] < Z Z Pleiji0) < K8 (1 —pp)?  (30)

i=1 j=1
Hence, P[A¢, at least one of C' and B belong to the interior of G| — 0 as k — oc.
Case 2: Both (' and B have nodes in the edge of Gy.
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This means that both C' and B have a node that belongs to the boundary. Notice that unless
one of C' or B is a component with two occupied nodes where the two nodes are a corner node
and the node immediately below/above/left/right of it, there should be an unoccupied path of at
least 5 nodes, starting from the boundary of G, that separates the two components. In the special
event mentioned above, which we call event L, there has to be an unoccupied path of length 4.
Notice that there are 8 possibilities for this path and each has a probability (1 — p;)* (One path
for each connected component with two occupied cells, where the two nodes are a corner node

and the node immediately below/above/left/right of it). Hence P(L) < 8(1 — py)*
P[A°, both A and B have a node in the edge of Gy]
= P[A°, both A and B have a node in the edge of Gy, L]
+ P[A, both A and B have a node in the edge of G, L]
= P(L) + P|there is an unoccupied path of length 5 starting from an edge node]

<8(L—pi)'+ Y Pleijal <8(1—pp)* + 4k x 8 (1 —py)°, (31)
(4,7)€D

where the last inequality follows since there are at most 4k nodes in the boundary D, and from
a simple union bound similar to the previous case. Notice that since k?(1 — p;)® — ), it can be
easily seen that the above goes to zero as k — oo.

Combining the two claims, we have P[A°] goes to zero as k — oco. Hence, we are done. W
Now we are ready to prove the main claim of this section. We will rewrite the claim here for
brevity.

Claim 1: Consider a k x k cell partitioned network G, where each cell is independently occupied
with probability pj, where p, = (1 — %), where it is known that limj_,. dx = 0. Then
limy_, o, P(Gy is connected) = 1.

Proof: Fix A > 0. Consider a sequence {q : ¥ € N} such that k?(1 — ¢;)® — \. Notice
that from the given condition in the claim, p, grows faster than g;. Hence there exists NV € N
such that n > N implies qr < pg. Let H; denote the graph generated when ¢ is used as the
probability of cell occupation. Also, let V}, denote the number of isolated cells of H;. Notice
that since py > qi, we should have, P[W,, = 0] > P[V}, = 0]

Let us define the events

Sk = {Gr does not have two connected components with each having at least 2 cells} (32)
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Now notice that,
PGy, is connected] > PGy, has no isolated cells, S|
> P[Wy =0,S] > P[W, =0+ P[S,] — 1
> PV, = 0]+ P[Si] — 1 (33)
Taking the liminf as k goes to infinity,
lim klilgo PGy is connected] > lim klilgo PV, = 0] + P[Si] — 1 = er+l1—1=¢e? (34

where (a) follows due to Lemma 4 and Lemma 5. Notice that our choice of A > 0 was arbitrary.

Hence, we have, Hence,
lim kinf PGy, is connected] > ¢° = 1. (35)
—00

Hence, we are done. |

III. 3-D NETWORKS

Now we extend the work on the 2D cell partitioned network to a 3D cell partitioned. Similar
to the 2D model, we assume that a unit cube is divided into ¢ = k2 cells, and wireless users
are distributed according to a Poisson point process of intensity A = fcIn(c). The definition of
connectivity is similar to the 2D case, where it is assumed that each cell neighbours the cells
that either share a vertex, edge or a face with the particular cell. Figures 2-4 examples of three

such networks with different values of 6.

Z-axis
e® & o
®e
.
.
.

o
.
-/

Fig. 2. Network 1
Fig. 3. Network 2 (6 = 1/26) Fig. 4. Network 3 (6 = 1)
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A. Approach for 0 < 1/26

We first consider the case # < 1/26, and prove that limj_,,, P[Network is connected| = 0 for
this case. For this assume & = 3s (¢ = (3s)?) for some positive integer s, so that the network
region is a cubic grid with side length 3s. Group the ¢ cells into s* disjoint 3 x 3 x 3 blocks.
For each block i € {1,...,s%}, define the event E; as the event that block 7 has a disconnection
event where the middle cell of block 7 has at least one user and the 26 surrounding cells are

empty. Hence,
PlE;] = (e_’\/c)% (1 — e_’\/c) = 20Me _ g7 2Ve e {1,...,5%) (36)

If £ denotes the complement of event £, then

1 1
] 1 __ ,—26\/c —27Afe _ 1 _ -
PlEf]=1-¢ te =1 260 + 270

(37)

where the final equality uses A = fcIn(c). Define the event F' that there are at least two nonempty
cells. The complement event £ is the event that either all cells are empty, or exactly ¢ — 1 cells

are empty. Hence,

PIF]=e +e(e™) 7 (1—e)

= (1—cle ™+ ce M)

1—
=t (38)

cfe cfe—1)

Hence, notice that for any # > 0 we have:

lim P[F]=0 (39)
cC— 00
Now, notice that, if at least one event E; occurs for some i € {1,...,s%}, and if event F’

occurs (so that there are at least two nonempty cells), then the network must be disconnected.

Formally, we have that,

53 53
P|[Network is disconnected] > P (U EZ> NE| > P U E;| — P[F¥]
=1 1=1
3
=1-P|()E| - PIF
i=1

3

1 1)° .
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1 1 c/27

=@ 1— (1 ~ 20 + ﬁ) — P[F¥] (40)

where (a) holds by the inequality P[A N B] > P[A] — P[B¢] for any events A, B, equality

(b) holds by (37) together with the fact that the events {Ef}fil are mutually independent, and

equality (c) holds because ¢ = 27s®. From a similar logic to the § > 1/3 case is Section II-A,

it can be shown that if § < - then

1 1 c/27
i (1 ) =0 v

Combining this with (40), we have that, if § < 1/26,

lim P[Network is disconnected] = 1 (42)
c—00
B. Approach for 6 > 2/3
In this section, we prove that prove that limy ., P[Network is connected] = 1 whenever

6 > 2/3. For this fix k = 2s (c = (2s)*). Index the cells of the network by (a,b,d) for
a,b,d € {1,...,2s}, where a indexes the row, b the column, and d the depth. Define L as the

set of cells on the bottom (basement) of the network, i.e.
L={(a,d,1)]a,de{l,...,25}} (43)

connectivity is ensured if all cells in the set L have at least one node and if all nodes in the
network have a path to the set L. For each i,j € {1,...,s}, define R;;, the (¢,7)-th vertical
block as the set,

R =A{(a,b,d) |ae {20 —1,2i},be {25 — 1,25}, d € {2,...,2s}} (44)

To better visualize the above sets, we can think of the grid as a small city built on the basement
L. Here, the set R, ; is the (4,7) th building. Notice that for 7,5 € {1,...,s}, and each [ €
{2,...,2s} the set,

Xiign = {(a,b,1) | a € {2i = 1,2i},b € {2j —1,2j}} (45)

denotes the [-th floor of building (i,7). The idea is to observe that network connectivity is
ensured if all floors of all buildings have at least one occupied node and all the cells in the

basement L are occupied.
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We define A as the event that all cells in the set L are occupied. Notice that,

2

PIA] = (1 — Moyt = (1 - %)3 (46)
Define B, ; as the event of each floor of building R?; ; having at least on occupied cell. Notice
that,
_ (25—1) _ ay\ (2s-1) 1 i1
P[Bi;] = (1 — e ¥9) - (1 —e Gclog@(c)) =) (1 - @> 47)

Hence we have that,

P|[Network is Connected| > P[A, B; ; for all 4,5 € {1,2,...,s}]

=) P[A] (P[By])"

e ¢2/3

1 ¢ 1 \1 &
- (1-3) (=)

L e L\ e e e s
_<1‘E) ((1_@) ) (48)

where (a) follows since the occupation cells are independent, and (b) follows from (46), and
(47). Now, we have the following well known lemma.

Lemma 6: For any functions h: R — R and ¢ : R — R that satisfy:

lim A(c) = oo, (49)

Cc—00
lim g(c) =0, (50)

CcC—00

we have
1\ @900

li 1—— =1 51
om00 ( h(c)) G
Using the previous lemma on (48), we have that, lim. ., P[Network is Connected] = 1,

whenever 6 > 2/3, since when 0 > 2/3, we have C(g,% — 0, and 46419_1 — 40491,2/3 — 0. Hence,

we have that,

lim P[Network is Connected] = 1, (52)

c—00

whenever 6 > 2/3, as desired.
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Fig. 5. Simulation for the 3D network

IV. SIMULATIONS

Figure 5 denotes the simulated values of the connectivity probability of the 9 x 9 x 9 3D
network for 6 € [0,0.2]. Although it seems like the connectivity probability steadily increases
from O to 1, we believe that the 3D network case also exhibits a phase transition at § = 1/26
similar to the 2D case. It is hard to see this in simulation, particularly for values of 6 close to
1/26. For values of 6 close to 1/26 it may take a long time for the connectivity probability to
approach 1, hence we may need to simulate large networks which is infeasible with the available

computational power.

V. CONCLUSION

We focussed on the problem of finding the asymptotic connectivity probability of cell parti-
tioned networks. We considered 2D and 3D square and cubic networks, where we fully charac-

terized the relationship between the asymptotic connectivity probability and the cell density for
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2D networks, and we partially characterize the above relationship, for 3D networks. Full/partial

characterization of a general graph, considering combinations of edge and site percolation models,

simulating real world networks with real world data and obtaining tight connection probability

bounds for networks of given size can be possible future work.
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